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DỰ THẢO



THÔNG TƯ
[bookmark: _Hlk168901577]Quy định về an toàn, quản lý rủi ro và điều kiện triển khai đối với việc ứng dụng trí tuệ nhân tạo trong ngành Ngân hàng

Căn cứ Luật Ngân hàng Nhà nước Việt Nam số 46/2010/QH12;
Căn cứ Luật Các tổ chức tín dụng số 32/2024/QH15 được sửa đổi, bổ sung bởi Luật số 96/2025/QH15;
Căn cứ Luật Trí tuệ nhân tạo số 134/2025/QH15;
Căn cứ Nghị định số ... quy định chi tiết một số điều và biện pháp để tổ chức, hướng dẫn thi hành Luật Trí tuệ nhân tạo;
Căn cứ Nghị định số 26/2025/NĐ-CP của Chính phủ quy định chức năng, nhiệm vụ, quyền hạn và cơ cấu tổ chức của Ngân hàng Nhà nước Việt Nam;
Theo đề nghị của Cục trưởng Cục Công nghệ thông tin;
Thống đốc Ngân hàng Nhà nước Việt Nam ban hành Thông tư quy định về an toàn, quản lý rủi ro và điều kiện triển khai đối với việc ứng dụng trí tuệ nhân tạo trong ngành Ngân hàng.
[bookmark: chuong_1]
Chương I
[bookmark: chuong_1_name]QUY ĐỊNH CHUNG

Điều 1. Phạm vi điều chỉnh và đối tượng áp dụng
1. Phạm vi điều chỉnh
a) Thông tư này quy định về an toàn, quản lý rủi ro và điều kiện ứng dụng trí tuệ nhân tạo trong các hoạt động nghiệp vụ ngành ngân hàng cung cấp dịch vụ cho khách hàng (gọi tắt là hoạt động nghiệp vụ), bao gồm:
(i) Hoạt động ngân hàng và các hoạt động kinh doanh khác của tổ chức tín dụng, chi nhánh ngân hàng nước ngoài;
(ii) Hoạt động cung ứng dịch vụ trung gian thanh toán;
(iii) Hoạt động thông tin tín dụng;
b) Khuyến khích áp dụng các quy định tại Thông tư này đối với việc ứng dụng trí tuệ nhân tạo cho các hoạt động quản trị, điều hành nội bộ.
2. Đối tượng áp dụng
Thông tư này áp dụng đối với các tổ chức tín dụng, chi nhánh ngân hàng nước ngoài, tổ chức cung ứng dịch vụ trung gian thanh toán, công ty thông tin tín dụng, Công ty Quản lý tài sản của các tổ chức tín dụng Việt Nam, Bảo hiểm tiền gửi Việt Nam (sau đây gọi chung là đơn vị).
Điều 2. Giải thích từ ngữ và thuật ngữ
1. Vòng đời hệ thống trí tuệ nhân tạo là chuỗi các giai đoạn liên tiếp và lặp lại trong quá trình tồn tại của một hệ thống trí tuệ nhân tạo, bao gồm các giai đoạn: thiết kế, phát triển, kiểm thử, triển khai, vận hành và ngừng sử dụng hệ thống. 
2. Trích xuất mô hình (model extraction) là hành vi khai thác giao diện, kết quả đầu ra hoặc cơ chế tương tác của hệ thống trí tuệ nhân tạo để suy luận, sao chép trái phép cấu trúc, tham số hoặc logic hoạt động của mô hình.
3. Đầu độc dữ liệu (data poisoning) là hành vi can thiệp trái phép vào dữ liệu huấn luyện, kiểm thử hoặc dữ liệu vận hành của hệ thống trí tuệ nhân tạo nhằm làm suy giảm chất lượng, độ tin cậy hoặc gây sai lệch kết quả của hệ thống.
4. Tấn công đối kháng (adversarial attacks) là hành vi cố ý tạo hoặc thao túng dữ liệu đầu vào nhằm làm cho hệ thống trí tuệ nhân tạo đưa ra kết quả sai lệch, không chính xác hoặc không phù hợp với mục đích thiết kế ban đầu.
5. Tấn công tiêm lệnh (prompt injection) là hành vi chèn, thao túng nội dung đầu vào đối với hệ thống trí tuệ nhân tạo sử dụng mô hình ngôn ngữ hoặc cơ chế sinh nội dung, nhằm vượt qua các ràng buộc kiểm soát, làm sai lệch hành vi hoặc kết quả của hệ thống.
6. Trôi mô hình (Model Drift) là hiện tượng hiệu năng của mô hình trí tuệ nhân tạo bị suy giảm theo thời gian do sự thay đổi trong mối quan hệ giữa các biến dữ liệu đầu vào và kết quả đầu ra dự báo so với giai đoạn huấn luyện ban đầu.
7. Trôi dữ liệu (Data Drift) là hiện tượng phân phối thống kê hoặc đặc tính của dữ liệu đầu vào, dữ liệu vận hành thực tế thay đổi so với dữ liệu đã được sử dụng để huấn luyện hoặc kiểm thử mô hình, dẫn đến nguy cơ sai lệch trong kết quả xử lý
8. Khả năng giải thích (Explainability) là khả năng cung cấp các thông tin, lý luận hoặc bằng chứng giúp con người hiểu được nguyên nhân hoặc các yếu tố ảnh hưởng dẫn đến kết quả hoặc quyết định cụ thể của hệ thống trí tuệ nhân tạo.
9. Cấp có thẩm quyền là Hội đồng quản trị, Hội đồng thành viên (sau đây gọi chung là Hội đồng quản trị) hoặc người đại diện theo pháp luật của tổ chức hoặc người đại diện theo ủy quyền của tổ chức (sau đây gọi chung là người đại diện hợp pháp) hoặc người được Hội đồng quản trị, người đại diện hợp pháp phân cấp, ủy quyền bằng văn bản để thực hiện một hoặc một số chức năng, nhiệm vụ của tổ chức.
Điều 3. Nguyên tắc ứng dụng trí tuệ nhân tạo trong ngành ngân hàng
1.  Việc ứng dụng trí tuệ nhân tạo trong ngành ngân hàng phải tuân thủ quy định của pháp luật về trí tuệ nhân tạo, pháp luật về an toàn thông tin mạng, an ninh mạng và các quy định về quản lý rủi ro của Ngân hàng Nhà nước.
2. Việc ứng dụng trí tuệ nhân tạo thực hiện theo cách tiếp cận dựa trên rủi ro, căn cứ theo kết quả đánh giá mức độ ảnh hưởng đối với các hoạt động nghiệp vụ, quyền lợi của khách hàng và hoạt động an toàn của các hệ thống thông tin.
3. Trí tuệ nhân tạo không thay thế thẩm quyền và trách nhiệm của con người. Đơn vị chịu trách nhiệm cuối cùng trước pháp luật và khách hàng đối với mọi quyết định, kết quả do hệ thống trí tuệ nhân tạo đưa ra hoặc hỗ trợ đưa ra. Đơn vị không được viện dẫn các lý do liên quan đến đặc tính kỹ thuật, tính tự chủ của hệ thống trí tuệ nhân tạo hoặc kết quả do bên thứ ba cung cấp để từ chối, miễn trừ hoặc giảm nhẹ trách nhiệm pháp lý, trách nhiệm quản lý và trách nhiệm bồi thường thiệt hại.
4. Hệ thống trí tuệ nhân tạo phải được thiết kế, triển khai và vận hành an toàn, tin cậy, bảo đảm an toàn hệ thống thông tin, an toàn dữ liệu và tính liên tục trong hoạt động ngân hàng.
5. Hệ thống trí tuệ nhân tạo phải được thiết kế bảo đảm khả năng giám sát và can thiệp của con người đối với hệ thống trong quá trình sử dụng, phù hợp với mức độ rủi ro của hệ thống trí tuệ nhân tạo.

CHƯƠNG II
YÊU CẦU BẢO ĐẢM AN TOÀN 
TRONG ỨNG DỤNG TRÍ TUỆ NHÂN TẠO

Điều 4. Bảo đảm an toàn hệ thống trí tuệ nhân tạo
1. Hệ thống trí tuệ nhân tạo phải tuân thủ các quy định về an toàn hệ thống thông tin trong hoạt động ngân hàng.
2. Hệ thống trí tuệ nhân tạo phải được kiểm tra, đánh giá an toàn thông tin trước khi đưa vào vận hành chính thức và định kỳ, phù hợp với hình thức triển khai tự phát triển hoặc thuê ngoài, mức độ an toàn của hệ thống thông tin, mức độ rủi ro và đặc điểm kỹ thuật của hệ thống, bao gồm:
a) Các kịch bản tấn công đặc thù đối với hệ thống trí tuệ nhân tạo như: tấn công đối kháng (adversarial attacks); tấn công vi phạm quyền riêng tư dữ liệu (privacy leakage); tấn công tiêm lệnh (prompt injection); trích xuất mô hình (model extraction) và đầu độc dữ liệu (data poisoning);
b) Đối với các hệ thống trí tuệ nhân tạo rủi ro cao, áp dụng các biện pháp phòng, chống các rủi ro, lỗ hổng, tấn công mạng được công bố bởi tổ chức OWASP (như OWASP Machine Learning Security Top 10 đối với hệ thống học máy, OWASP Top 10 for LLM Applications đối với hệ thống sử dụng mô hình ngôn ngữ lớn);
c) Kết quả kiểm tra, đánh giá an toàn thông tin và các biện pháp khắc phục phải được lập thành hồ sơ, lưu trữ phục vụ công tác quản lý, kiểm tra, thanh tra theo quy định.
3. Đơn vị phải thiết lập cơ chế giám sát liên tục hiệu năng và hành vi của hệ thống trí tuệ nhân tạo bao gồm tối thiểu việc phát hiện sai lệch đầu ra, suy giảm chất lượng, thiên lệch, sử dụng sai mục đích, nhằm phát hiện kịp thời và xử lý các bất thường, sai lệch trong quá trình vận hành.
Điều 5. Quản lý an toàn dữ liệu
1. Đơn vị phải tuân thủ đầy đủ quy định của pháp luật về dữ liệu và bảo vệ dự liệu cá nhân trong quá trình xử lý dữ liệu phục vụ hệ thống trí tuệ nhân tạo. 
2. Dữ liệu sử dụng để huấn luyện, kiểm thử và vận hành hệ thống trí tuệ nhân tạo phải đảm bảo các yêu cầu:
a) Đầy đủ, chính xác và đại diện cho đối tượng, phạm vi mà hệ thống phục vụ;
b) Được cập nhật phù hợp với đặc điểm nghiệp vụ và chu kỳ thay đổi của dữ liệu;
c) Có nguồn gốc rõ ràng, hợp pháp và được lưu thông tin về nguồn gốc; trường hợp sử dụng dữ liệu từ bên thứ ba, đơn vị phải yêu cầu bên thứ ba cam kết và cung cấp thông tin về nguồn gốc, phạm vi và quyền sử dụng dữ liệu.
d) Trường hợp sử dụng dữ liệu được tạo ra nhân tạo mô phỏng các đặc điểm của dữ liệu thực tế (synthetic data), đơn vị phải đánh giá rủi ro suy giảm chất lượng mô hình và bảo đảm duy trì tỷ lệ dữ liệu thực tế hợp lý để tránh rủi ro hệ thống bị sai lệch theo thời gian.
3. Đơn vị phải thiết lập quy trình kiểm soát chất lượng dữ liệu phục vụ hệ thống trí tuệ nhân tạo, bao gồm tối thiểu các nội dung sau:
a) Ban hành quy định, chính sách về quản lý chất lượng dữ liệu;
b) Phát hiện và xử lý dữ liệu lỗi, dữ liệu bị sai lệch, bị thao túng hoặc bị đầu độc;
c) Giám sát hiện tượng trôi dữ liệu và thực hiện các biện pháp cập nhật dữ liệu, hiệu chỉnh hoặc huấn luyện lại mô hình nếu cần thiết.

Điều 6. Quản lý thay đổi hệ thống trí tuệ nhân tạo
1. Đơn vị phải áp dụng quy trình quản lý phiên bản đối với mô hình trí tuệ nhân tạo, bao gồm:
a) Trường hợp mô hình do đơn vị trực tiếp quản lý, đối với các hệ thống trí tuệ nhân tạo rủi ro cao hoặc hệ thống trí tuệ nhân tạo tự động đưa ra quyết định, đơn vị phải lưu trữ các phiên bản mô hình tối thiểu 05 năm kể từ ngày hệ thống ngừng cung cấp hoặc ngừng sử dụng.
b) Trường hợp sử dụng mô hình trí tuệ nhân tạo do bên thứ ba cung cấp thông qua dịch vụ nền tảng hoặc giao diện lập trình ứng dụng (API), đơn vị phải lưu trữ thông tin về phiên bản mô hình, thời điểm thay đổi, phạm vi ảnh hưởng và thực hiện đánh giá tác động, phương án dự phòng khi nhà cung cấp cập nhật, thay đổi hoặc ngừng cung cấp mô hình;
c) Thiết lập và duy trì nhật ký thay đổi để ghi nhận đầy đủ thông tin về từng phiên bản.
2. Mọi thay đổi đáng kể về mục đích sử dụng, môi trường vận hành hoặc cấu trúc mô hình đều phải được quản lý thông qua quy trình quản lý sự thay đổi, bao gồm việc đánh giá lại tác động và cập nhật tài liệu hướng dẫn trước khi áp dụng.
Điều 7. Quản lý và xử lý sự cố đối với hệ thống trí tuệ nhân tạo
[bookmark: _GoBack]1. Đơn vị xây dựng và ban hành quy trình xử lý sự cố hệ thống trí tuệ nhân tạo gắn với quy trình xử lý sự cố công nghệ thông tin, bao gồm các loại sự cố đặc thù của hệ thống trí tuệ nhân tạo và phương án xử lý nghiệp vụ khi hệ thống trí tuệ nhân tạo gặp sự cố.
2. Khi xảy ra sự cố nghiêm trọng đối với hệ thống trí tuệ nhân tạo, đơn vị phải:
a) Triển khai ngay biện pháp khắc phục, hạn chế thiệt hại;
b) Báo cáo cho cơ quan quản lý nhà nước có thẩm quyền trong thời hạn theo quy định của pháp luật;
c) Thông báo cho khách hàng bị ảnh hưởng theo quy định pháp luật về bảo vệ dữ liệu cá nhân (nếu có);
d) Lập báo cáo chi tiết về nguyên nhân, thiệt hại và biện pháp khắc phục. 
3. Đơn vị phải lưu trữ đầy đủ hồ sơ, tài liệu liên quan đến sự cố để phục vụ kiểm tra, điều tra khi cần thiết. 
4. Sau khi xử lý sự cố nghiêm trọng, đơn vị phải tổ chức đánh giá lại mức độ rủi ro của hệ thống trí tuệ nhân tạo; trường hợp cần thiết, thực hiện phân loại lại rủi ro, điều chỉnh biện pháp kiểm soát hoặc tạm dừng đưa hệ thống vào sử dụng để ngăn ngừa tái diễn sự cố.


Điều 8. Ghi nhật ký và lưu trữ dữ liệu vận hành hệ thống trí tuệ nhân tạo
1. Hệ thống trí tuệ nhân tạo phải được cấu hình để ghi nhật ký các sự kiện trong quá trình vận hành, tối thiểu bao gồm: 
a) Thời gian, hệ thống, người dùng thực hiện các giao dịch hoặc tác vụ. 
b) Dữ liệu đầu vào và kết quả đầu ra của hệ thống, kèm theo thông tin về phiên bản mô hình, cấu hình hoặc câu lệnh (nếu có). 
c) Các trường hợp kết quả nằm ngoài phạm vi hoạt động dự định hoặc có độ tin cậy thấp. 
d) Các sự kiện liên quan đến lỗi của hệ thống hoặc cảnh báo sự cố an toàn thông tin.
2. Thời gian lưu trữ nhật ký hoạt động của hệ thống trí tuệ nhân tạo phù hợp với mức độ rủi ro, mục đích sử dụng của hệ thống, tối thiểu đáp ứng theo quy định về lưu trữ nhật ký của hệ thống thông tin theo cấp độ an toàn hệ thống thông tin. 
Điều 9. Cung cấp thông tin và hỗ trợ người sử dụng nội bộ
1. Đơn vị cung cấp đầy đủ, rõ ràng thông tin cho người sử dụng nội bộ hệ thống trí tuệ nhân tạo, bao gồm:
a) Mục đích sử dụng, phạm vi áp dụng, vai trò của hệ thống trong việc hỗ trợ hoặc đưa ra quyết định, khả năng và các giới hạn của hệ thống trí tuệ nhân tạo;
b) Hướng dẫn sử dụng hệ thống và các khuyến nghị về việc diễn giải, sử dụng kết quả đầu ra của hệ thống; bao gồm cảnh báo về nguy cơ sai lệch hoặc sử dụng ngoài mục đích thiết kế.
c) Quy trình và cách thức yêu cầu sự can thiệp của con người khi phát hiện bất thường hoặc rủi ro hoặc sự cố trong quá trình vận hành.
2. Đơn vị phải thiết lập kênh tiếp nhận và xử lý phản hồi từ người sử dụng nội bộ và các đơn vị liên quan về các sự cố, hành vi bất thường, tác động bất lợi hoặc kết quả sai lệch phát sinh trong quá trình vận hành hệ thống trí tuệ nhân tạo, làm cơ sở cho việc điều chỉnh mô hình, quy trình hoặc biện pháp kiểm soát rủi ro.

CHƯƠNG III
QUẢN LÝ RỦI RO TRONG ỨNG DỤNG TRÍ TUỆ NHÂN TẠO

Điều 10. Phân loại hệ thống trí tuệ nhân tạo theo mức độ rủi ro
1. Trước khi triển khai hệ thống trí tuệ nhân tạo, đơn vị phải thực hiện phân loại hệ thống trí tuệ nhân tạo theo mức độ rủi ro cao, trung bình, thấp theo quy định của pháp luật về trí tuệ nhân tạo.
2. Việc phân loại hệ thống trí tuệ nhân tạo phải được thực hiện bởi bộ phận có thẩm quyền và được phê duyệt bởi người đại diện hợp pháp của đơn vị. Kết quả phân loại là căn cứ để xác định mức độ quản lý, giám sát và biện pháp kiểm soát rủi ro tương ứng.
3. Đơn vị phải lập danh mục và cập nhật kết quả phân loại rủi ro định kỳ hằng năm.
Điều 11. Kiểm soát của con người đối với hệ thống trí tuệ nhân tạo
1. Đơn vị phải thiết lập cơ chế giám sát và can thiệp của con người phù hợp với mức độ rủi ro của hệ thống trí tuệ nhân tạo, bảo đảm:
(i) Đối với hệ thống trí tuệ nhân tạo rủi ro cao (ngoại trừ quyết định trong các nghiệp vụ ngăn chặn và phát hiện gian lận, rửa tiền, tài trợ khủng bố; phát hiện và ngăn chặn tấn công mạng): việc thực hiện quyết định do hệ thống trí tuệ nhân tạo đề xuất phải được xem xét và phê duyệt bởi cấp có thẩm quyền, không cho phép tự động hóa đối với quyết định này;
(ii) Đối với hệ thống trí tuệ nhân tạo rủi ro trung bình: việc tự động hóa thực hiện quyết định do hệ thống trí tuệ nhân tạo đề xuất chỉ được thực hiện khi đơn vị đã xác định rõ ngưỡng rủi ro, tiêu chí cảnh báo và quy trình can thiệp của con người; kết quả vận hành của hệ thống phải được rà soát định kỳ bởi cấp có thẩm quyền;
(iii) Đối với hệ thống trí tuệ nhân tạo rủi ro thấp: có thể cho phép tự động hóa thực hiện quyết định do hệ thống trí tuệ nhân tạo đề xuất nhưng phải có cơ chế giám sát mẫu, phát hiện bất thường và khả năng can thiệp kịp thời. 
(iv) Đối với các hệ thống trí tuệ nhân tạo được sử dụng cho các nghiệp vụ như phát hiện và phòng ngừa gian lận, rửa tiền, tài trợ khủng bố; phát hiện và ngăn chặn tấn công mạng hoặc tương tự, các đơn vị được áp dụng nguyên tắc hậu kiểm.
2. Quyền can thiệp và trách nhiệm của con người 
a) Bộ phận thực hiện giám sát hệ thống trí tuệ nhân tạo phải có đầy đủ quyền hạn và năng lực để:
(i) Ghi đè, điều chỉnh hoặc tạm dừng quyết định của hệ thống trí tuệ nhân tạo khi phát hiện bất thường;
(ii) Can thiệp trong các tình huống cần thiết nhằm bảo đảm an toàn hoạt động nghiệp vụ, quyền lợi của khách hàng và hoạt động của các hệ thống thông tin.
b) Mọi hoạt động can thiệp, điều chỉnh hoặc ghi đè quyết định của hệ thống trí tuệ nhân tạo phải được ghi nhận đầy đủ, bao gồm tối thiểu: thời gian thực hiện, người thực hiện, lý do can thiệp và trách nhiệm liên quan.
3. Nhân sự tham gia giám sát, kiểm soát và can thiệp đối với hệ thống trí tuệ nhân tạo phải được đào tạo và có năng lực phù hợp để giám sát, phát hiện sai lệch, thực hiện hoặc kích hoạt các biện pháp can thiệp, xử lý kịp thời khi hệ thống trí tuệ nhân tạo hoạt động sai lệch. Việc phân tích chuyên sâu và giải thích kết quả của hệ thống trí tuệ nhân tạo được thực hiện bởi bộ phận chức năng hoặc chuyên gia có năng lực phù hợp theo quy định nội bộ của đơn vị. .
Điều 12. Đánh giá tác động đối với hệ thống trí tuệ nhân tạo rủi ro cao
1. Đối với hệ thống trí tuệ nhân tạo có mức độ rủi ro cao, đơn vị phải thực hiện đánh giá tác động của hệ thống trí tuệ nhân tạo trước khi triển khai, bao gồm tối thiểu các nội dung sau:
a) Mô tả mục đích, phạm vi và nguyên lý hoạt động của hệ thống;
b) Phân tích rủi ro tiềm ẩn đối với hoạt động nghiệp vụ, quyền lợi của khách hàng và các bên liên quan;
c) Đánh giá tác động đối với quyền riêng tư và việc bảo vệ dữ liệu cá nhân theo quy định của pháp luật;
d) Xác định các biện pháp kiểm soát và giảm thiểu rủi ro;
đ) Xây dựng kế hoạch giám sát và phương án ứng phó sự cố trong quá trình vận hành.
2. Kết quả đánh giá tác động phải được lập thành hồ sơ, phê duyệt bởi cấp có thẩm quyền; được lưu trữ, rà soát và cập nhật khi có sự thay đổi về chức năng, phạm vi xử lý dữ liệu hoặc điều kiện vận hành của hệ thống trí tuệ nhân tạo.
Điều 13. Trách nhiệm quản lý rủi ro trong ứng dụng trí tuệ nhân tạo
1. Hội đồng quản trị chịu trách nhiệm cao nhất về việc ứng dụng trí tuệ nhân tạo tại đơn vị, bao gồm:
a) Phê duyệt chiến lược, định hướng ứng dụng trí tuệ nhân tạo phù hợp với chiến lược kinh doanh và chính sách quản lý rủi ro của đơn vị;
b) Phê duyệt khung quản lý rủi ro trí tuệ nhân tạo và các chính sách quan trọng liên quan;
c) Xác định rõ vai trò, trách nhiệm của các cá nhân, bộ phận chức năng trong quản lý trí tuệ nhân tạo và thiết lập cơ chế phối hợp giữa các bộ phận liên quan;
d) Phân bổ nguồn lực đầy đủ cho việc triển khai, vận hành và quản lý rủi ro trí tuệ nhân tạo;
đ) Giám sát việc thực hiện chiến lược và quản lý rủi ro trí tuệ nhân tạo của đơn vị.
2. Đối với hệ thống trí tuệ nhân tạo rủi ro cao, Hội đồng quản trị phải phê duyệt chủ trương triển khai và việc áp dụng khung quản lý rủi ro đối với ứng dụng trí tuệ nhân tạo, bảo đảm phù hợp với chiến lược, định hướng ứng dụng trí tuệ nhân tạo và chính sách quản lý rủi ro của đơn vị theo quy định tại khoản 1 Điều này. 
Việc phê duyệt chi tiết về kỹ thuật, triển khai và vận hành hệ thống trí tuệ nhân tạo được thực hiện theo phân cấp, ủy quyền nội bộ của đơn vị. Định kỳ hoặc khi có thay đổi trọng yếu, Hội đồng quản trị nhận báo cáo về tình hình vận hành, rủi ro của các hệ thống này.
3. Trách nhiệm quản lý rủi ro trong ứng dụng trí tuệ nhân tạo của chi nhánh ngân hàng nước ngoài thực hiện theo quy định của ngân hàng mẹ.
Điều 14. Khung quản lý rủi ro đối với ứng dụng trí tuệ nhân tạo
1.  Đơn vị phải xây dựng, ban hành và tổ chức thực hiện khung quản lý rủi ro đối với ứng dụng trí tuệ nhân tạo, được tích hợp vào chính sách quản lý rủi ro tổng thể của đơn vị, bảo đảm thống nhất, không tách rời khỏi hệ thống kiểm soát nội bộ chung của đơn vị.
2. Đơn vị phải áp dụng mô hình ba tuyến bảo vệ trong quản lý rủi ro trí tuệ nhân tạo theo quy định về hệ thống kiểm soát nội bộ do Thống đốc Ngân hàng Nhà nước ban hành. 
3. Các loại rủi ro đối với ứng dụng trí tuệ nhân tạo phải được quản lý bao gồm tối thiểu:
a) Rủi ro mô hình trí tuệ nhân tạo;
b) Rủi ro chất lượng dữ liệu;
c) Rủi ro an ninh mạng;
d) Rủi ro tuân thủ pháp luật;
đ) Rủi ro đạo đức và nguy cơ phân biệt đối xử;
e) Rủi ro từ bên thứ ba;
g) Rủi ro chuỗi cung ứng;
h) Rủi ro danh tiếng.
Điều 15. Quản lý vòng đời hệ thống trí tuệ nhân tạo
1. Đơn vị phải thiết lập, thực hiện và duy trì quản lý rủi ro đối với hệ thống trí tuệ nhân tạo dưới dạng một quy trình liên tục và lặp lại trong suốt vòng đời của hệ thống trong phạm vi trách nhiệm và khả năng kiểm soát của đơn vị, bao gồm từ giai đoạn thiết kế, phát triển, kiểm thử, triển khai, vận hành đến khi ngừng sử dụng.
2. Trong giai đoạn thiết kế và phát triển hệ thống trí tuệ nhân tạo, đơn vị phải:
a) Nhận diện, phân tích các rủi ro đã biết và có thể lường trước đối với hoạt động nghiệp vụ, quyền lợi của khách hàng, an toàn thông tin và an ninh mạng trước khi phát triển;
b) Thực hiện quản trị dữ liệu huấn luyện, bảo đảm chất lượng, tính đại diện, tính toàn vẹn và kiểm soát nguy cơ sai lệch;
c) Tích hợp các yêu cầu về an toàn thông tin, an ninh mạng và cơ chế giám sát của con người ngay từ khâu thiết kế hệ thống.
3. Giai đoạn kiểm thử:
a) Trước khi triển khai, hệ thống trí tuệ nhân tạo phải trải qua quá trình kiểm thử nghiêm ngặt trước khi đưa vào sử dụng. Việc kiểm thử phải bao gồm cả các kịch bản sử dụng sai mục đích có thể lường trước.
b) Thực hiện kiểm thử đối kháng đối với hệ thống trí tuệ nhân tạo rủi ro cao để đánh giá khả năng chống chịu của mô hình trước các nỗ lực tấn công hoặc thao túng dữ liệu đầu vào.
4. Giai đoạn triển khai và vận hành:
a) Thiết lập hệ thống giám sát chủ động để thu thập và phân tích dữ liệu về hiệu suất thực tế của hệ thống trí tuệ nhân tạo. Phải phát hiện kịp thời các hiện tượng trôi mô hình (model drift) hoặc hiện tượng trôi dữ liệu (data drift) hoặc các hành vi bất thường cho thấy hệ thống đang hoạt động sai lệch so với thiết kế ban đầu;
b) Xây dựng quy trình báo cáo và xử lý ngay các sự cố nghiêm trọng (như vi phạm an ninh mạng, sai sót trong quyết định hàng loạt). Các sự cố nghiêm trọng phải được báo cáo cho cơ quan quản lý trong thời hạn quy định.
c) Xây dựng quy trình bảo trì và cập nhật hệ thống. Trong quá trình bảo trì, cập nhật hệ thống (bao gồm việc huấn luyện lại mô hình trí tuệ nhân tạo) làm thay đổi mục đích sử dụng, cấu trúc mô hình hoặc thuật toán cốt lõi, đơn vị phải thực hiện lại quy trình đánh giá rủi ro; kiểm tra, đánh giá mô hình trí tuệ nhân tạo và kiểm tra đánh giá an toàn thông tin tương tự như triển khai mới để bảo đảm bản cập nhật không gây ra các tác động tiêu cực.
5. Giai đoạn ngừng hoạt động:
Khi hệ thống trí tuệ nhân tạo không còn sử dụng hoặc rủi ro vượt quá mức chấp nhận, đơn vị phải xây dựng kế hoạch và thực hiện quy trình ngừng hoạt động an toàn, bao gồm việc xóa hoặc vô hiệu hóa an toàn dữ liệu, mô hình, cấu hình và các thành phần liên quan thuộc phạm vi quản lý, kiểm soát của đơn vị nhằm ngăn chặn rò rỉ dữ liệu hoặc khôi phục trái phép; đồng thời lưu trữ hồ sơ cần thiết phục vụ công tác kiểm toán theo quy định của pháp luật. Đối với dữ liệu huấn luyện và tham số mô hình do bên thứ ba quản lý, đơn vị phải có cơ chế phối hợp, yêu cầu và lưu giữ bằng chứng về việc xử lý phù hợp theo thỏa thuận hợp đồng.
Điều 16. Quản lý rủi ro mô hình trí tuệ nhân tạo
1. Thực hiện kiểm tra, đánh giá mô hình trí tuệ nhân tạo trong các trường hợp sau:
a) Trước khi đưa vào vận hành lần đầu;
b) Định kỳ tối thiểu hằng năm trong quá trình vận hành;
c) Đột xuất khi có thay đổi đáng kể về mô hình, dữ liệu hoặc điều kiện vận hành.
2. Việc kiểm tra, đánh giá mô hình trí tuệ nhân tạo phải bao gồm tối thiểu các nội dung sau:
a) Đối với mô hình trí tuệ nhân tạo do đơn vị trực tiếp quản lý:
(i) Sự phù hợp của dữ liệu huấn luyện và dữ liệu kiểm thử;
(ii) Tính hợp lý của thuật toán và kiến trúc mô hình;
(iii) Hiệu năng và độ chính xác của mô hình;
(iv) Khả năng giải thích về logic vận hành, cơ chế ra quyết định và mức độ ảnh hưởng của các yếu tố đầu vào chính đối với kết quả của mô hình;
(v) Tính công bằng và kiểm soát nguy cơ thiên lệch;
(vi) Độ ổn định và khả năng chống chịu của mô hình trong các điều kiện vận hành.
b) Đối với mô hình trí tuệ nhân tạo do bên thứ ba cung cấp dưới dạng dịch vụ thông qua nền tảng hoặc giao diện lập trình ứng dụng:
(i) Mục đích sử dụng, phạm vi triển khai và mức độ rủi ro của hệ thống;
(ii) Kết quả kiểm thử hộp đen (Black-box testing) thực tế trên tập dữ liệu của đơn vị;
(iii) Kết quả đầu ra của mô hình trong điều kiện vận hành thực tế;
(iv) Tài liệu, thông tin, báo cáo hoặc cam kết do nhà cung cấp công bố;
(v) Các biện pháp kiểm soát, giám sát và can thiệp của con người trong quá trình sử dụng.
3. Thiết lập cơ chế giám sát liên tục hiệu năng của mô hình trí tuệ nhân tạo, bao gồm:
a) Phát hiện kịp thời các dấu hiệu suy giảm chất lượng mô hình;
b) So sánh định kỳ giữa kết quả dự đoán của mô hình và kết quả thực tế;
c) Thiết lập ngưỡng cảnh báo và biện pháp can thiệp khi phát hiện bất thường.
4. Kết quả kiểm tra, đánh giá và giám sát phải được báo cáo đến cấp có thẩm quyền của đơn vị.
Điều 17. Quản lý rủi ro đối với việc thuê ngoài phát triển, triển khai và vận hành hệ thống trí tuệ nhân tạo
1. Phạm vi và nguyên tắc chung về thuê ngoài hệ thống trí tuệ nhân tạo
a) Đơn vị được phép thuê ngoài việc phát triển, triển khai hoặc vận hành hệ thống trí tuệ nhân tạo cho tổ chức bên ngoài theo quy định của pháp luật và quy định tại Thông tư này;
b) Việc thuê ngoài không làm thay đổi trách nhiệm của đơn vị đối với việc bảo đảm an toàn hoạt động nghiệp vụ, bảo vệ quyền lợi của khách hàng, việc tuân thủ pháp luật về an toàn thông tin, an ninh mạng, bảo vệ dữ liệu cá nhân và quản lý rủi ro.
2. Yêu cầu đối với việc thuê ngoài hệ thống trí tuệ nhân tạo:
a) Khi sử dụng giải pháp trí tuệ nhân tạo do bên thứ ba cung cấp, đơn vị phải thực hiện đánh giá rủi ro khi sử dụng dịch vụ bên thứ ba theo quy định của pháp luật và xác định các tiêu chí lựa chọn bên thứ ba tối thiểu bao gồm:
(i) Năng lực kỹ thuật, kinh nghiệm và uy tín của bên thứ ba;
(ii) Khả năng tuân thủ các quy định pháp luật Việt Nam về an toàn thông tin, an ninh mạng và bảo vệ dữ liệu cá nhân;
(iii) Phương án dự phòng và năng lực hỗ trợ khi có sự cố;
(iv) Các chứng nhận về an toàn thông tin, an ninh mạng và bảo vệ dữ liệu cá nhân trong trường hợp triển khai hệ thống trí tuệ nhân tạo rủi ro cao.
b) Đơn vị phải xây dựng và ban hành hướng dẫn thực hiện quản lý rủi ro đối với hoạt động thuê ngoài hệ thống trí tuệ nhân tạo, trong đó xác định rõ:
(i) Phạm vi công việc được thuê ngoài;
(ii) Yêu cầu về an toàn, bảo mật, chất lượng và kiểm soát rủi ro;
(iii) Cơ chế phối hợp, giám sát và báo cáo.
3. Yêu cầu về hợp đồng thuê ngoài hệ thống trí tuệ nhân tạo
a) Tuân thủ yêu cầu về Hợp đồng sử dụng dịch vụ công nghệ thông tin với bên thứ ba theo quy định của Thống đốc Ngân hàng Nhà nước;
b) Bên thứ ba phải cung cấp báo cáo kiểm toán tuân thủ công nghệ thông tin do tổ chức kiểm toán độc lập thực hiện hằng năm trong thời gian thực hiện hợp đồng. 
c) Bên thứ ba phải cung cấp thông tin hoặc báo cáo kết quả kiểm tra, đánh giá chất lượng mô hình trí tuệ nhân tạo hằng năm. 
d) Bên thứ ba phải cung cấp công cụ giám sát liên tục hiệu năng của mô hình trí tuệ nhân tạo.
đ) Bên thứ ba có trách nhiệm cung cấp thông tin về đặc tính kỹ thuật, giới hạn mô hình, cơ chế cập nhật và các biện pháp bảo mật liên quan để đơn vị thực hiện đánh giá rủi ro và quản trị vận hành;
e) Bên thứ ba cam kết bảo đảm tính liên tục trong hoạt động cung cấp dịch vụ, có phương án dự phòng và giai đoạn chuyển tiếp phù hợp khi ngừng hỗ trợ hoặc có thay đổi trọng yếu về mô hình;
g) Bên thứ ba phải hỗ trợ, hợp tác điều tra trong trường hợp có yêu cầu từ các cơ quan nhà nước có thẩm quyền của Việt Nam theo quy định của pháp luật.
4. Giám sát hoạt động thuê ngoài 
a) Đơn vị phải thiết lập và duy trì cơ chế giám sát thường xuyên đối với hoạt động của bên nhận thuê ngoài trong suốt thời gian hợp tác, bảo đảm việc phát triển, triển khai và vận hành hệ thống trí tuệ nhân tạo phù hợp với chính sách, quy trình và hợp đồng đã ký kết.
b) Đối với các hệ thống trí tuệ nhân tạo có mức độ rủi ro cao, đơn vị phải:
(i) Xem xét, phê duyệt kế hoạch phát triển, triển khai và vận hành hệ thống;
(ii) Yêu cầu bên nhận thuê ngoài cung cấp đầy đủ thông tin, tài liệu phục vụ công tác kiểm tra, đánh giá, giám sát và kiểm toán;
(iii) Thiết lập quy trình và biện pháp xử lý khi phát hiện sai sót, vi phạm hoặc sự cố.
c) Đơn vị phải thực hiện kiểm tra, đánh giá toàn diện hoạt động thuê ngoài hệ thống trí tuệ nhân tạo theo định kỳ hoặc khi có dấu hiệu rủi ro gia tăng.
d) Đơn vị và bên thứ ba phải phối hợp thiết lập các biện pháp phòng ngừa nhằm hạn chế rủi ro lan truyền, rủi ro hệ thống và các rủi ro phát sinh từ việc vận hành hệ thống trí tuệ nhân tạo.
đ) Đơn vị phải đánh giá và quản lý rủi ro phát sinh từ việc phụ thuộc vào một nền tảng trí tuệ nhân tạo, bao gồm rủi ro gián đoạn dịch vụ, rủi ro lan truyền và rủi ro hệ thống khi nhà cung cấp gặp sự cố.
e) Trường hợp hệ thống trí tuệ nhân tạo do thuê ngoài gây thiệt hại cho khách hàng hoặc bên liên quan, đơn vị phải:
(i) Kịp thời thực hiện các biện pháp khắc phục, bảo vệ quyền lợi của khách hàng;
(ii) Tổ chức tiếp nhận, xử lý khiếu nại và bồi thường thiệt hại theo quy định của pháp luật và thỏa thuận hợp đồng.
Điều 18. Quản lý rủi ro chuỗi cung ứng hệ thống trí tuệ nhân tạo
1. Đơn vị phải thiết lập quy trình kiểm tra an toàn thông tin đối với các thư viện phần mềm, bộ dữ liệu và các mô hình trí tuệ nhân tạo được huấn luyện sẵn (pre-trained models) có nguồn gốc từ bên thứ ba hoặc mã nguồn mở trước khi tích hợp và trong suốt vòng đời sử dụng hệ thống, bảo đảm các thành phần này không chứa mã độc hoặc lỗ hổng bảo mật.
2. Đơn vị phải xây dựng và duy trì danh mục chi tiết các thành phần phần mềm của hệ thống trí tuệ nhân tạo, bao gồm các thư viện trí tuệ nhân tạo, phiên bản mô hình và các thành phần phụ thuộc đang sử dụng để phục vụ việc truy vết và ứng phó kịp thời đối với các rủi ro, sự cố an toàn thông tin.
3. Đối với các mô hình trí tuệ nhân tạo được chuyển giao từ bên thứ ba hoặc tải về từ các kho mã nguồn mở, đơn vị phải áp dụng các biện pháp kỹ thuật để xác minh tính toàn vẹn, nguồn gốc bảo đảm mô hình không bị can thiệp hoặc bị thay đổi trái phép trong quá trình chuyển giao.
4. Đơn vị phải cập nhật thường xuyên thông tin về các lỗ hổng bảo mật, cảnh báo an ninh và khuyến nghị từ nhà cung cấp liên quan đến các nền tảng, thư viện trí tuệ nhân tạo đang sử dụng; thực hiện đánh giá rủi ro và áp dụng kịp thời các biện pháp khắc phục phù hợp với mức độ rủi ro.
5. Đơn vị phải thực hiện kiểm toán hoặc đánh giá định kỳ quản lý rủi ro chuỗi cung ứng hệ thống trí tuệ nhân tạo phù hợp với mức độ rủi ro của hệ thống, tối thiểu hằng năm với hệ thống trí tuệ nhân tạo rủi ro cao.
CHƯƠNG IV
ĐIỀU KIỆN TRIỂN KHAI ỨNG DỤNG TRÍ TUỆ NHÂN TẠO

Điều 19. Điều kiện trước khi đưa hệ thống trí tuệ nhân tạo vào vận hành
1. Trước khi đưa hệ thống trí tuệ nhân tạo vào vận hành chính thức, đơn vị phải tuân thủ các quy định của pháp luật về trí tuệ nhân tạo và hoàn thành hồ sơ liên quan đến hệ thống trí tuệ nhân tạo được phê duyệt bởi cấp có thẩm quyền, bao gồm:
a) Hồ sơ phân loại rủi ro theo quy định của pháp luật về trí tuệ nhân tạo;
b) Kết quả kiểm tra, đánh giá an toàn thông tin;
c) Đánh giá tác động của hệ thống trí tuệ nhân tạo có mức độ rủi ro cao theo quy định tại Điều 12 Thông tư này;
d) Kế hoạch vận hành an toàn, bao gồm giám sát, bảo đảm hoạt động liên tục và ứng phó sự cố;
đ) Điều kiện dừng và khôi phục hệ thống.
2. Đơn vị phải thiết lập các tiêu chí cụ thể cần đáp ứng để triển khai đưa hệ thống trí tuệ nhân tạo vào vận hành, tối thiểu bao gồm: (i) Chỉ số về độ chính xác, độ tin cậy của mô hình trí tuệ nhân tạo; (ii) Chỉ số về hiệu năng của hệ thống; (iii) Kết quả kiểm tra, đánh giá an toàn thông tin.
3. Đơn vị phải xây dựng kế hoạch triển khai chi tiết, bao gồm lộ trình, phương án chuyển đổi dữ liệu, phương án phục hồi (rollback) khi gặp sự cố và đánh giá tác động của việc triển khai đến các hệ thống hiện có.
Điều 20. Yêu cầu về nguồn nhân lực triển khai và quản lý hệ thống trí tuệ nhân tạo
1. Trường hợp hệ thống trí tuệ nhân tạo do đơn vị trực tiếp quản lý, đơn vị phải bảo đảm có đội ngũ nhân sự với số lượng, trình độ chuyên môn và kinh nghiệm phù hợp để thực hiện các nhiệm vụ:
a) Phát triển, triển khai và bảo trì hệ thống trí tuệ nhân tạo;
b) Vận hành, giám sát hệ thống trí tuệ nhân tạo;
c) Quản lý rủi ro, kiểm tra, đánh giá mô hình trí tuệ nhân tạo;
d) Kiểm toán, kiểm tra hệ thống trí tuệ nhân tạo. 
2. Trường hợp đơn vị thuê ngoài phát triển, triển khai hoặc vận hành hệ thống trí tuệ nhân tạo, đơn vị có trách nhiệm quản lý, giám sát và đánh giá năng lực của bên cung cấp dịch vụ nhằm bảo đảm đáp ứng yêu cầu an toàn, quản lý rủi ro và vận hành hệ thống trí tuệ nhân tạo.
3. Đơn vị phải xây dựng và triển khai chương trình đào tạo, nâng cao năng lực cho cán bộ, nhân viên liên quan về:
a) Kiến thức cơ bản và ứng dụng của trí tuệ nhân tạo trong hoạt động ngân hàng;
b) Quản lý rủi ro trí tuệ nhân tạo và các phương pháp đánh giá, kiểm soát rủi ro;
c) Đạo đức trí tuệ nhân tạo, bảo vệ dữ liệu cá nhân và quyền riêng tư;
d) An toàn thông tin, an ninh mạng và các quy định pháp luật liên quan. 
4. Đơn vị phải định kỳ tối thiểu hằng năm đánh giá và cập nhật năng lực của đội ngũ nhân sự làm việc với trí tuệ nhân tạo, bảo đảm đáp ứng yêu cầu về quy mô và mức độ phức tạp của các hệ thống trí tuệ nhân tạo đang triển khai.

CHƯƠNG V
BẢO VỆ QUYỀN LỢI CỦA KHÁCH HÀNG

Điều 21. Cung cấp thông tin và hỗ trợ khách hàng
1. Khi triển khai các hệ thống trí tuệ nhân tạo tương tác trực tiếp với khách hàng (như chatbot, trợ lý ảo, tổng đài tự động), đơn vị phải thông báo cho khách hàng biết việc đang tương tác với hệ thống trí tuệ nhân tạo ngay từ khi bắt đầu phiên làm việc hoặc hội thoại. Trường hợp đơn vị sử dụng hệ thống trí tuệ nhân tạo để tạo ra hình ảnh, âm thanh, video hoặc nội dung khác có thể gây nhầm lẫn với nội dung do con người tạo ra, đơn vị phải công bố rõ ràng rằng nội dung đó được tạo ra bởi trí tuệ nhân tạo. Đơn vị có trách nhiệm cung cấp thông tin hướng dẫn sử dụng và nêu rõ các giới hạn của hệ thống trí tuệ nhân tạo để khách hàng sử dụng đúng mục đích và phù hợp.
2. Trường hợp đơn vị sử dụng hệ thống trí tuệ nhân tạo để nhận diện cảm xúc hoặc phân loại sinh trắc học, đơn vị chỉ được thực hiện khi có mục đích cụ thể, cơ sở pháp lý hợp lệ và phải thông báo cho khách hàng biết về hoạt động của hệ thống đó trước khi xử lý dữ liệu. Việc xử lý dữ liệu trong các trường hợp này phải xác định rõ phạm vi sử dụng, thời gian lưu trữ, biện pháp bảo vệ dữ liệu và tuân thủ đầy đủ các quy định của pháp luật về bảo vệ dữ liệu, bảo vệ dữ liệu cá nhân.
3. Đơn vị phải bảo đảm khách hàng có quyền yêu cầu xem xét lại bởi con người đối với các quyết định được đưa ra hoàn toàn tự động bởi hệ thống trí tuệ nhân tạo theo quy định của pháp luật và quy định nội bộ của Đơn vị.
4. Đơn vị phải thiết lập bộ phận và quy trình tiếp nhận, xử lý khiếu nại liên quan đến việc sử dụng hệ thống trí tuệ nhân tạo; trong đó bảo đảm việc rà soát, đánh giá lại bởi con người đối với các quyết định tự động bị khiếu nại và sử dụng kết quả rà soát của con người làm căn cứ cuối cùng để giải quyết khiếu nại.
5. Đối với các quyết định của hệ thống trí tuệ nhân tạo ảnh hưởng trực tiếp đến quyền và lợi ích hợp pháp của khách hàng, đơn vị phải cung cấp cho khách hàng thông tin giải thích về các yếu tố chính dẫn đến quyết định đó, trong phạm vi phù hợp với mục đích sử dụng, mức độ rủi ro và đặc điểm của hệ thống. Việc cung cấp thông tin giải thích không được làm lộ mã nguồn, thuật toán chi tiết, bộ tham số hoặc thông tin thuộc bí mật kinh doanh, bí mật công nghệ.
6. Đơn vị phải tuân thủ quy định pháp luật về bảo vệ dữ liệu cá nhân, bảo vệ quyền sở hữu trí tuệ khi sử dụng dữ liệu của khách hàng để huấn luyện, kiểm thử hoặc vận hành hệ thống trí tuệ nhân tạo. Không được sử dụng dữ liệu cá nhân của khách hàng để huấn luyện mô hình trí tuệ nhân tạo công cộng hoặc chia sẻ cho bên thứ ba khi chưa có sự đồng ý của khách hàng hoặc chưa được pháp luật cho phép.
Điều 22. Không phân biệt đối xử và bảo vệ nhóm khách hàng yếu thế
1. Đơn vị phải áp dụng các biện pháp kiểm soát phù hợp nhằm phòng ngừa, phát hiện và xử lý việc hệ thống trí tuệ nhân tạo tạo ra kết quả thiên lệch, phân biệt đối xử (đặc biệt với nhóm khách hàng yếu thế và dễ bị tổn thương) hoặc gây bất lợi không hợp lý cho khách hàng trong việc tiếp cận và sử dụng dịch vụ.
2. Đơn vị không được sử dụng hệ thống trí tuệ nhân tạo khai thác các điểm yếu của con người hoặc nhóm người cụ thể do vượt quá khả năng nhận thức của con người hoặc do tuổi tác, khuyết tật hoặc tình trạng kinh tế - xã hội khó khăn để đề xuất họ đưa ra các quyết định sử dụng sản phẩm hoặc dịch vụ tài chính có mức độ rủi ro cao hoặc không phù hợp, gây thiệt hại về tài chính.
3. Đối với hệ thống trí tuệ nhân tạo mà kết quả đầu ra được sử dụng để quyết định hoặc ảnh hưởng trực tiếp đến quyền tiếp cận các sản phẩm, dịch vụ tài chính của khách hàng, đơn vị phải thực hiện biện pháp kiểm tra, giám sát nhằm để phát hiện và ngăn chặn các định kiến trong dữ liệu, mô hình hoặc thuật toán có thể dẫn đến phân biệt đối xử đối với khách hàng dựa trên giới tính, dân tộc, tôn giáo, địa vị xã hội, tình trạng khuyết tật hoặc các đặc điểm khác được pháp luật bảo vệ.





CHƯƠNG VI
ĐIỀU KHOẢN THI HÀNH

Điều 23. [bookmark: bookmark42]Chế độ báo cáo
Đơn vị có trách nhiệm gửi báo cáo về Ngân hàng Nhà nước (Cục Công nghệ thông tin) các nội dung sau:
1. Báo cáo sự cố nghiêm trọng trong vòng 24 giờ kể từ thời điểm sự cố được phát hiện và Báo cáo hoàn thành khắc phục sự cố trong vòng 05 ngày làm việc sau khi hoàn thành khắc phục sự cố.
2. Báo cáo đột xuất theo yêu cầu của Ngân hàng Nhà nước.
Điều 24. Trách nhiệm của các đơn vị thuộc Ngân hàng Nhà nước
1. Cục Công nghệ thông tin có trách nhiệm theo dõi, kiểm tra và phối hợp với các đơn vị liên quan để xử lý những vướng mắc phát sinh trong quá trình thực hiện Thông tư này.
2. Thanh tra Ngân hàng Nhà nước có trách nhiệm thanh tra việc thực hiện Thông tư này tại các đơn vị và xử lý vi phạm hành chính đối với hành vi vi phạm Thông tư này theo quy định của pháp luật.
[bookmark: _Hlk41727508]3. Ngân hàng Nhà nước Khu vực có trách nhiệm thanh tra việc thực hiện Thông tư này tại các đơn vị trên địa bàn và xử lý vi phạm hành chính đối với hành vi vi phạm Thông tư này theo quy định của pháp luật.
Điều 25. Hiệu lực thi hành
1. Thông tư này có hiệu lực thi hành kể từ ngày 01 tháng 03 năm 2026.
2. Quy định tại điểm b khoản 2 Điều 4 Thông tư này có hiệu lực thi hành từ ngày 01 tháng 01 năm 2027.
Điều 26. Quy định chuyển tiếp
Các hệ thống trí tuệ nhân tạo được triển khai trước ngày Thông tư này có hiệu lực thi hành thì phải tuân thủ các quy định tại Thông tư này kể từ ngày 01 tháng 09 năm 2027.
Điều 27. Tổ chức thực hiện
Cục trưởng Cục Công nghệ thông tin, Thủ trưởng các đơn vị liên quan thuộc Ngân hàng Nhà nước, Giám đốc Ngân hàng Nhà nước Khu vực, các tổ chức tín dụng, chi nhánh ngân hàng nước ngoài, các tổ chức cung ứng dịch vụ trung gian thanh toán, công ty thông tin tín dụng, Công ty Cổ phần Thanh toán Quốc gia Việt Nam, Công ty Quản lý tài sản của các tổ chức tín dụng Việt Nam, Nhà máy in tiền quốc gia, Bảo hiểm tiền gửi Việt Nam có trách nhiệm tổ chức thực hiện Thông tư này./.
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